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Community Question Answering (CQA) services contain large QATM retrieval performance compared to LDA model in terms of Mean Average Precision and TopN measures
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Example Question-Answer Pair

Simple intuition

Topical dependencies captured by QATM with examples of Q-topics and A-topics represented by their
first 20 most probable words
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